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[1] We assess the quality of the version 2.2 (v2.2) HNO3; measurements from the
Microwave Limb Sounder (MLS) on the Earth Observing System Aura satellite. The MLS
HNOj; product has been greatly improved over that in the previous version (v1.5), with
smoother profiles, much more realistic behavior at the lowest retrieval levels, and
correction of a high bias caused by an error in one of the spectroscopy files used in v1.5
processing. The v2.2 HNO; data are scientifically useful over the range 215 to 3.2 hPa,
with single-profile precision of ~0.7 ppbv throughout. Vertical resolution is 3—4 km in the
upper troposphere and lower stratosphere, degrading to ~5 km in the middle and

upper stratosphere. The impact of various sources of systematic uncertainty has been
quantified through a comprehensive set of retrieval simulations. In aggregate, systematic
uncertainties are estimated to induce in the v2.2 HNO3; measurements biases that vary with
altitude between +0.5 and £2 ppbv and multiplicative errors of £5—15% throughout the

stratosphere, rising to ~+30% at 215 hPa. Consistent with this uncertainty analysis,
comparisons with correlative data sets show that relative to HNO3; measurements from
ground-based, balloon-borne, and satellite instruments operating in both the infrared
and microwave regions of the spectrum, MLS v2.2 HNO; mixing ratios are uniformly low
by 10-30% throughout most of the stratosphere. Comparisons with in situ measurements
made from the DC-8 and WB-57 aircraft in the upper troposphere and lowermost
stratosphere indicate that the MLS HNOj values are low in this region as well, but are
useful for scientific studies (with appropriate averaging).

Citation: Santee, M. L., et al. (2007), Validation of the Aura Microwave Limb Sounder HNO; measurements, J. Geophys. Res., 112,

D24S40, doi:10.1029/2007JD008721.

1. Introduction

[2] Nitric acid (HNO3) is a key atmospheric constituent.
As a central participant in both the activation and the
deactivation of chlorine, HNOj3 indirectly regulates the
magnitude, spatial extent, and duration of ozone destruction
in the stratosphere [e.g., Solomon, 1999; Santee et al., 1999,
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2004, and references therein]. It is also a primary reservoir
for reactive nitrogen and a major player in processes
controlling ozone abundances and clouds in the upper
troposphere [e.g., Crutzen et al., 1999; Zondlo et al.,
2000, and references therein].
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[3] The Microwave Limb Sounder (MLS) on NASA’s
Earth Observing System (EOS) Aura satellite measures
vertical profiles of HNOj3 globally on a daily basis. Initial
validation of the first publicly available Aura MLS HNO;
data set, version 1.5 (v1.5), was presented by Froidevaux et
al. [2006] and Barret et al. [2006]. Here we report on the
quality of the recently released version 2.2 (v2.2) Aura MLS
HNOj3 measurements. The measurement system is described
in section 2. In addition to providing a review of instru-
mental and orbital characteristics, this section includes
guidelines for quality control that should be applied to the
v2.2 HNO;3; measurements, documents their precision and
spatial resolution, and quantifies sources of systematic
uncertainty. Because the v1.5 Aura MLS HNOj; data have
been featured in some previous studies [e.g., Schoeberl et
al., 2006a; Santee et al., 2005], section 2 also provides an
overview of the differences between v2.2 and v1.5 HNO;.
In section 3, “zeroth-order” validation of the Aura MLS
HNO; data is accomplished by comparing against climato-
logical averages in narrow equivalent-latitude bands com-
piled from the multiyear Upper Atmosphere Research
Satellite (UARS) MLS HNOj data set. Accuracy is assessed
through comparisons with correlative data sets from a
variety of platforms in section 4. Finally, in section 5 we
summarize the Aura MLS v2.2 HNOjs validation results.

2. Aura MLS HNO; Measurement Description
2.1. Overview of the MLS Measurement System

[4] Aura, the last in NASA’s EOS series of satellites, was
launched on 15 July 2004 into a near-polar, Sun-synchro-
nous, 705-km altitude orbit with a 1345 local time (LT)
ascending equator-crossing time [Schoeberl et al., 2006b].
One of its four instruments, Aura MLS, is an advanced
successor to the Microwave Limb Sounder on UARS.
Detailed information on the microwave limb sounding
technique in general and the Aura MLS instrument in
particular is given by Waters [1993] and Waters et al.
[2006], respectively. MLS observes a large suite of atmo-
spheric parameters by measuring millimeter- and submilli-
meter-wavelength thermal emission from Earth’s limb with
seven radiometers covering five broad spectral regions.
Nitric acid is measured by three of the radiometers: those
centered near 190, 240, and 640 GHz. The standard HNO;
product is derived from the 240-GHz retrievals at and below
(i.e., at pressures equal to or larger than) 10 hPa and from
the 190-GHz retrievals above that level; the HNOz measure-
ments from the 640-GHz radiometer have significantly
poorer precision and are not considered further here.

[s] The Aura MLS fields of view point forward in the
direction of orbital motion and vertically scan the limb in
the orbit plane, leading to data coverage from 82°S to 82°N
latitude on every orbit. Thus Aura MLS obtains continuous
daily sampling of both polar regions, with none of the
temporal gaps from yaw maneuvers that occurred with
UARS MLS. The MLS limb scans are synchronized to
the Aura orbit, with 240 scans per orbit at essentially fixed
latitudes. This results in ~3500 scans per day, with an
along-track separation between adjacent retrieved profiles
of 1.5° great circle angle (~165 km). The longitudinal
separation of MLS measurements, set by the Aura orbit, is
10°-20° over low and middle latitudes, with much finer
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sampling in the polar regions. Most MLS data products,
including HNO3, are reported on a fixed vertical pressure
grid with six levels per decade change in pressure in the
troposphere and stratosphere.

[6] The MLS “Level 2” data (retrieved geophysical
parameters and diagnostics at the measurement locations
along the suborbital track) are generated from input
“Level 17 data (calibrated radiances and engineering infor-
mation) by the MLS data processing software. The MLS
retrieval algorithms, described in detail by Livesey et al.
[2006], are based on the standard optimal estimation meth-
od; they employ a two-dimensional approach that takes into
account the fact that limb observations from consecutive
scans cover significantly overlapping regions of the atmo-
sphere. The data are divided into overlapping “chunks”
consisting of the measurements in a 15° span of great circle
angle (typically about 10 vertical profiles); retrievals are
performed for each of these chunks independently and then
joined together to produce a complete set of output [Livesey
et al., 2006]. The results are reported in Level 2 Geophys-
ical Product (L2GP) files, which are standard HDF-EOS
version 5 files containing swaths in the Aura-wide standard
format [Livesey et al., 2007a]. A separate L2GP file is
produced for each standard MLS product for each day
(0000—-2400 UT).

[7] Reprocessing with the v2.2 algorithms of the MLS
data collected to date is ongoing; however, at the time of
writing (February 2007) only a small subset of the data,
consisting of fewer than 100 d, has been reprocessed, with
priority given to days for which correlative measurements
exist. Although small compared to the entire MLS data
record, this set of v2.2 days spans all seasons and is
sufficient for thorough investigation of the MLS data
quality.

2.2. MLS HNO; Data Usage Guidelines

[8] Along with the data fields, the L2GP files contain
corresponding precision fields, which quantify the impact of
radiance noise on the data and, particularly in regions with
less measurement sensitivity, the contribution of a priori
information. The data processing software flags the preci-
sion with a negative sign when the estimated precision is
worse than 50% of the a priori precision; thus only data
points for which the associated precision value is positive
should be used.

[v] Three additional data quality metrics are provided for
every vertical profile of each product. “Status” is a bit field
indicating operational abnormalities or problems with the
retrievals; see Table 1 for a complete description. Profiles
for which “Status” is an odd number should not be used in
any scientific study. Nonzero but even values of “Status”
indicate that the profile has been marked as questionable,
typically because the measurements may have been affected
by the presence of thick clouds (see section 2.5). Globally
~10—15% of profiles are identified in this manner, with the
fraction of profiles possibly impacted by clouds rising to
~25-35% on average in the tropics. Clouds generally have
little influence on the stratospheric HNO; data. In the
lowermost stratosphere and upper troposphere, however,
thick clouds can lead to artificial enhancements in the
HNO; mixing ratios in the equatorial regions. Therefore it
is recommended that at and below 100 hPa all profiles with

2 0f 22



D24S40

Table 1. Meaning of Bits in the “Status” Field

Bit Value® Meaning

0 1 flag: do not use this profile (see bits 8—9 for details)

1 2 flag: this profile is “suspect” (see bits 4—6 for details)

2 4 unused

3 8 unused

4 16 information: this profile may have been affected by
high-altitude clouds

5 32 information: this profile may have been affected by
low-altitude clouds

6 64 information: this profile did not use GEOS-5
temperature a priori data

7 128 unused

8 256 information: retrieval diverged or too few radiances
available for retrieval

9 512 information: the task retrieving data for this profile

crashed (typically a computer failure)

3Status” field in L2GP file is total of appropriate entries in this column.
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nonzero values of “Status” be used with extreme caution or
discarded altogether because of the potential for cloud
contamination. This is a blunt tool that has the unfortunate
consequence of rejecting many profiles that are probably
not significantly impacted by cloud effects; further investi-
gation as more v2.2 data become available may help to
refine this cloud screening procedure.

[10] The “Quality” field describes the degree to which
the measured MLS radiances have been fitted by the Level 2
algorithms. In theory, larger values of “Quality” indicate
generally good radiance fits, whereas values closer to zero
indicate poorer radiance fits and thus less reliable data. In
practice, low values of “Quality” are not always associated
with profiles that are obviously “bad.” As a precaution, we
recommend rejecting profiles having “Quality” values less
than 0.4. This threshold for “Quality” typically excludes
~2-3% of HNOj; profiles on a daily basis; it is a conser-

Selected Radiances for Bands 7, 8, 9, 33 On Se&)tember 24, 2004 (2004d268)

Using Version v02.2

Using Altitudes (in km): [7.3, 11.0, 14.7, 18.4, 22.1, 26.1, 35.8, 45.5] (purple - red)
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Figure 1. Sample radiances and residuals from the Aura MLS 240-GHz radiometer for bands 7—9 and

33. (top) Global average radiances for a representative day (24 September 2004), expressed as brightness
temperature (in K), for eight selected tangent point altitudes from 7.3 km (purple) to 45.5 km (red). The
MLS signal is a combination of incoming radiance at frequencies above (upper sideband, upper x axis)
and below (lower sideband, lower x axis) the 239.660 GHz local oscillator. The widths of the various
MLS spectral channels are denoted by the horizontal bars. (bottom) Average residual of the fit achieved
by the MLS version 2.2 retrieval algorithms. Residuals for channels not used in the retrievals are not

shown.
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Selected Radiances for Band 4 On September 24, 2004 (2004d268)
Using Version v02.20
Using Altitudes (in km): [30.0, 32.9, 35.8, 38.7] (purple - red)
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Selected Radiances for Bands 6, 27 On September 24, 2004 (2004d268)
Using Version v02.20
Using Altitudes (in km): [30.0, 32.9, 35.8, 38.7] (purple - red)
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Figure 2. Sample radiances and residuals from the Aura MLS 190-GHz radiometer for (left) band 4 and
(right) bands 6 and 27. (top) Global average radiances for a representative day (24 September 2004),
expressed as brightness temperature (in K), for four selected tangent point altitudes from 30.0 km (purple)
to 38.7 km (red). The MLS signal is a combination of incoming radiance above (upper sideband, upper x
axis) and below (lower sideband, lower x axis) the 191.900 GHz local oscillator. The widths of the
various MLS spectral channels are denoted by the horizontal bars. (bottom) Average residual of the fit
achieved by the MLS version 2.2 retrieval algorithms. Residuals for channels not used in the retrievals

are not shown.

vative value that potentially discards a significant fraction of
“good” data points while not necessarily identifying all
“bad” ones.

[11] Additional information on the success of the retrieval
is conveyed by the “Convergence” field, which compares
the fit achieved for each “chunk” of ~10 profiles to that
expected by the retrieval algorithms; values around 1.0
typically indicate good convergence. Many, but not all,
profiles with larger (i.e., poorer) values of “Convergence”
are filtered out by the other quality control measures; for
completeness, we recommend rejecting profiles for which
“Convergence” exceeds 1.8. On a typical day this threshold
for “Convergence” discards a negligible fraction of data,
but on occasion it leads to the elimination of more than 1%
of the HNO; profiles.

[12] Finally, we note that the MLS data processing
algorithms sometimes produce negative mixing ratios, es-
pecially for noisy retrievals such as HNOs when values are
very low. Though unphysical, the negative mixing ratios
must be retained in any scientific studies making use of
averages of data, in order to avoid introducing positive
biases into the MLS averages.

2.3. Signature of HNO; in the MLS Radiances

[13] Sample radiances for a representative day of Aura
MLS observations are shown in Figures 1 and 2. More
specifics about the MLS spectrometers, the spectral bands
they cover, and their target molecules are given by Waters et
al. [2006], and a full representation of the MLS spectral
coverage superimposed on a calculated atmospheric spec-

trum is presented by Read et al. [2006]. Figure 1 illustrates
radiances in the 240-GHz region of the spectrum, from
which the MLS HNO; measurements at and below (i.e., at
pressures equal to or larger than) 10 hPa are retrieved. To
provide context several bands are shown; the strong spectral
features evident in Figure 1 (top) are all due to emission
from O; lines, with the exception of the feature at
~234 GHz in the lower sideband (lower x axis), which is
due to O'®0 emission. Information on HNO; in the upper
troposphere and lower stratosphere is derived from the
differences of channels two (~244.2 GHz, upper sideband,
upper x axis) and four (~231.7 GHz, lower sideband)
relative to channel three (~246.8 GHz, upper sideband) of
the band 33 wideband filter; these differences have a typical
amplitude of ~20 K in the lower stratosphere. The residuals
shown in Figure 1 (bottom) indicate that on average the
retrievals are fitting the radiances to within ~2-3%
(~0.5 K) for these channels.

[14] Figure 2 shows two different portions of the 190-GHz
region of the spectrum, both of which contribute to the
HNO; retrievals above (i.e., at pressures less than) 10 hPa.
The spectral feature in Figure 2 (left) (band 4) arises from a
cluster of HNOs lines near 181.6 GHz in the lower
sideband. The main feature in Figure 2 (right) (bands 6
and 27) is from a strong O3 line at 206.1 GHz in the upper
sideband; the secondary peak is associated with an O;(1,)
line at 206.5 GHz and an HCN line near 177.3 GHz in the
lower sideband. The signal from a cluster of nearby HNO;
lines is visible in the wing of the ozone line around
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Figure 3. Precision of the (left) v2.2 and (right) v1.5 MLS
HNO; measurements for four representative days (see
legend). Solid lines depict the observed scatter in the 20°-
wide latitude band centered around the equator; for each of
the days pictured here, ~350-375 profiles fall in this
latitude bin. Dotted lines depict the theoretical precision
estimated by the retrieval algorithm.

206.7 GHz. For these bands the radiances are being fit to
within ~5%.

2.4. Precision, Spatial Resolution, and Vertical Range

[15] The precision of the MLS HNO;3; measurements is
estimated empirically by computing the standard deviation
of the profiles in a narrow equatorial band where natural
atmospheric variability should be small relative to the
measurement noise. Because meteorological variation is
never completely negligible, however, this procedure pro-
duces an upper limit on the precision. As shown in Figure 3,
the observed scatter in the v2.2 data is ~0.6—0.7 ppbv
throughout the range from 215 to 3.2 hPa, above which it
increases sharply. The scatter is essentially invariant with
time, as seen by comparing the results for the different days
shown in Figure 3. Because HNO; exhibits little diurnal
variation, we also estimate precision by calculating the
standard deviation of the differences between matched
measurement points from the ascending (day) and descend-
ing (night) sides of the orbit within the 50°S—50°N latitude
band. Precision estimates based on this approach (not
shown) are very similar. Furthermore, no significant offsets
between HNO; values measured on the crossing orbits are
found.

[16] The single-profile precision estimates cited here are,
to first order, independent of latitude and season, but it
should be borne in mind that the scientific utility of
individual MLS profiles (i.e., signal to noise) varies with
HNO; abundance. At some latitudes and altitudes and in
some seasons, the single-profile precision exceeds typical
HNO; mixing ratios, necessitating the use of averages for
scientific studies. In most cases, precision can be improved
by averaging, with the precision of an average of N profiles
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being 1/4/N times the precision of an individual profile
(note that this is not the case for averages of successive
along-track profiles, which are not completely independent
because of horizontal smearing).

[17] The observational determination of the precision is
compared in Figure 3 to the theoretical precision values
reported by the Level 2 data processing algorithms. Al-
though the two estimates compare very well in the lower
portion of the profile, above 22 hPa the predicted precision
substantially exceeds the observed scatter. This indicates
that the a priori information and the vertical smoothing
applied to stabilize the retrieval are influencing the results at
the higher retrieval levels. In addition, the “notch™ in the
theoretical precision profile at 10 hPa arises from switching
from the 240-GHz to the 190-GHz retrievals in composing
the standard HNO; product. Because the theoretical preci-
sions take into account occasional variations in instrument
performance, the best estimate of the precision of an
individual data point is the value quoted for that point in
the L2GP files, but it should be borne in mind that this
approach overestimates the actual measurement noise at
pressures less than 22 hPa.

[18] For comparison, Figure 3 also shows precision
estimates for the v1.5 MLS HNO; data. The HNO; data
in v2.2 have been greatly improved over those in v1.5, with
much less observed scatter, especially at the lowest retrieval
levels. Several factors account for the improvements in
v2.2. First, approximations in the forward model are more
accurate for HNO5 in v2.2 than in v1.5. In both versions, the
spectral grid for evaluating radiances in each channel is
optimized for 05, '*00, and CO for the 240-GHz radiom-
eter. In v1.5 this leads to spectral integration errors in the
vicinity of HNOj; lines, particularly at low pressures. V2.2
utilizes a prefrequency averaging (PFA) approximation,
whereby HNOj; absorption is accurately convolved with
the channel’s spectral response offline and stored in tables
for subsequent use in radiative transfer calculations. The
PFA approximation is highly accurate for weak lines (such
as HNO;) in the presence of strong O; lines. Second,
unexplained radiances are accounted for in v1.5 through
retrieval of a spectrally flat additive “baseline” term for
each scan height, whereas in v2.2 a spectrally flat “extinc-
tion” parameter is retrieved for each retrieval level. This
approach provides a better physical model for uncertainties
in knowledge of middle tropospheric H,O, cloud contam-
ination, and the dry continuum than an additive baseline
[e.g., Livesey et al., 2006]. Third, the vertical regularization
(smoothing) has been increased for HNOj in v2.2, espe-
cially at the lowest retrieval levels. As shown in the
systematic error analysis in section 2.5, the uncertainty in
the HNO; data increases sharply at pressures larger than
100 hPa, as a result of declining HNO; concentrations and a
weaker, broader HNOj line in the spectrum. Increasing the
smoothing makes the profile less prone to erratic behavior
caused by systematic errors but incurs the penalty of poorer
resolution, as discussed below. In v2.2 the retrieval has been
“tuned” to mitigate oscillations at the expense of some loss
of vertical resolution information. The consequences of
these changes are discussed further in section 2.6.

[19] As mentioned previously, the MLS retrieval algo-
rithms employ a two-dimensional approach that accounts
for the fact that the radiances for each limb scan are
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influenced by the state of the atmosphere at adjacent scans
along the forward looking instrument line of sight [Livesey
et al., 2006]. The resolution of the retrieved data can be
described using “averaging kernels” [e.g., Rodgers, 2000];
the two-dimensional nature of the MLS data processing
system means that the kernels describe both vertical and
horizontal resolution. Smoothing, imposed on the retrieval
system in both the vertical and horizontal directions to
enhance retrieval stability and precision, reduces the inher-
ent resolution of the measurements. Consequently, the
vertical resolution of the v2.2 HNO; data, as determined
from the full width at half maximum of the rows of the
averaging kernel matrix shown in Figure 4, is 3—4 km in the
upper troposphere and lower stratosphere, degrading to
~5 km in the middle and upper stratosphere. Note that
the averaging kernels for the 215 and 316 hPa retrieval
surfaces overlap nearly completely, indicating that the 316
hPa retrieval provides essentially no independent informa-
tion. Figure 4 also shows horizontal averaging kernels, from
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which the along-track horizontal resolution is determined to
be 400—-500 km over most of the vertical range, improving
to ~300 km in the upper stratosphere. The cross-track
resolution, set by the widths of the fields of view of the
190-GHz and 240-GHz radiometers, is ~10 km.

[20] Although HNO; is retrieved (and reported in the
L2GP files) over the range from 316 to 0.001 hPa, on the
basis of the drop off in precision and resolution and the lack
of independent information contributed by the measure-
ments, the data are not deemed reliable at the extremes of
the retrieval range. The HNO; behavior at 316 hPa is
consistent with the findings of Livesey et al. [2007b], who
concluded that the poor quality of the MLS O; observations
at 316 hPa reflects an inability of the MLS retrievals to
correctly interpret the radiances measured at tangent pres-
sures from ~250—-316 hPa. Because the MLS radiances in
the upper troposphere in the 240-GHz region are dominated
by emission from Oj; lines (as shown in Figure 1), the
failure of the O; retrieval at 316 hPa suggests that the HNO;
data at that level are also unlikely to be useful. Thus we
recommend that v2.2 HNO; be used for scientific studies
only at the levels between 215 and 3.2 hPa.

2.5. Quantification of Systematic Uncertainty

[21] A major component of the validation of MLS data is
the quantification of the various sources of systematic
uncertainty. Systematic uncertainties arise from instrumental
issues (e.g., radiometric calibration, field of view character-
ization), spectroscopic uncertainty, and approximations in
the retrieval formulation and implementation. This section
summarizes the relevant results of a comprehensive quan-
tification of these uncertainties that was performed for all
MLS products. More information on this assessment is
given by Read et al. [2007, Appendix A].

Figure 4. Typical two-dimensional (vertical and horizon-
tal along-track) averaging kernels for the MLS v2.2 HNO;
data at the equator; variation in the averaging kernels is
sufficiently small that these are representative for all
profiles. Colored lines show the averaging kernels as a
function of MLS retrieval level, indicating the region of the
atmosphere from which information is contributing to the
measurements on the individual retrieval surfaces, which
are denoted by plus signs in corresponding colors. The
dashed black line indicates the resolution, determined from
the full width at half maximum (FWHM) of the averaging
kernels, approximately scaled into kilometers (top axis).
The discontinuity reflects the transition between the
240-GHz retrievals (used at and below 10 hPa) and the
190-GHz retrievals (used above 10 hPa). (top) Vertical
averaging kernels (integrated in the horizontal dimension
for five along-track profiles) and resolution. The solid black
line shows the integrated area under each kernel (horizon-
tally and vertically); values near unity imply that the
majority of information for that MLS data point has come
from the measurements, whereas lower values imply
substantial contributions from a priori information. (bottom)
Horizontal averaging kernels (integrated in the vertical
dimension) and resolution. The individual horizontal
averaging kernels are scaled in the vertical direction such
that a unit change is equivalent to one decade in pressure.
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Figure 5. Estimated impact (2-0) of various families of systematic uncertainty on the MLS HNOj;
observations. The first two panels show the possible biases (first panel) and standard deviation (second
panel) of the additional scatter introduced by the various families of uncertainty, with each family denoted
by a different colored line. Cyan lines denote uncertainties in MLS radiometric and spectral calibration.
Magenta lines show uncertainties associated with the MLS field of view and antenna transmission
efficiency. Red lines depict errors associated with MLS pointing uncertainty. The impacts of uncertainties
in spectroscopic databases and forward model approximations are denoted by the green line, while those
associated with retrieval formulation are shown in grey. The gold lines indicate uncertainty resulting from
errors in the MLS temperature product, while the blue lines show the impact of similar “knock on” errors
in other species. Finally, the typical impact of cloud contamination is denoted by the black line. The third
panel shows the root sum square (RSS) of all the possible biases (thin solid line), all the additional scatter
(thin dotted line), and the RSS sum of the two (thick solid line). The fourth panel shows the scaling
uncertainty introduced by the various families of errors, with the thick black line showing the RSS of all
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the reported scaling uncertainties.

[22] The impact on MLS measurements of radiance (or
pointing where appropriate) of each identified source of
systematic uncertainty has been quantified and modeled.
These modeled impacts correspond to either 2-o estimates
of uncertainties in the relevant parameters, or an estimate of
their maximum reasonable errors based on instrument
knowledge and/or design requirements. The effect of these
perturbations on retrieved MLS products has been quanti-
fied for each source of uncertainty by one of two methods.

[23] In the first method, sets of modeled errors
corresponding to the possible magnitude of each uncertainty
have been applied to simulated MLS cloud-free radiances,
based on a model atmosphere, for a whole day of MLS
observations. These sets of perturbed radiances have then
been run through the routine MLS data processing algo-
rithms, and the differences between these runs and the
results of the “unperturbed” run have been used to quantify
the systematic uncertainty in each case. The impact of the
perturbations varies from product to product and among
uncertainty sources. Although the term ““systematic uncer-
tainty” is often associated with consistent additive and/or
multiplicative biases, many sources of “systematic’ uncer-
tainty in the MLS measurement system give rise to addi-
tional scatter in the products. For example, although an error
in the O; spectroscopy is a bias on the fundamental

parameter, it has an effect on the retrievals of species with
weaker signals (e.g., HNOj3) that is dependent on the
amount and morphology of atmospheric ozone. The extent
to which such terms can be expected to average down is
estimated to first order by these “full up studies” through
their separate consideration of the bias and scatter each
source of uncertainty introduces into the data. The differ-
ence between the retrieved product in the unperturbed run
and the original “truth” model atmosphere is taken as a
measure of uncertainties due to retrieval formulation and
numerics. To test the sensitivity of the retrieved mixing
ratios to the a priori information, another retrieval of the
unperturbed radiances is performed with the a priori adjust-
ed by a factor of 1.5.

[24] In the second method, the potential impact of some
remaining (typically small) systematic uncertainties has
been quantified through calculations based on simplified
models of the MLS measurement system [see Read et al.,
2007]. Unlike the “full up studies,” these calculations only
provide estimates of “gain uncertainty” (i.e., possible
multiplicative error) introduced by the source in question;
this approach does not quantify possible biases or additional
scatter for these minor sources of uncertainty.

[25] Figure 5 summarizes the results of the uncertainty
characterization for the MLS v2.2 HNO; measurements.
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Figure 6. Comparison of v2.2 and v1.5 Aura MLS HNO;3; measurements from 93 d for which both
versions of data were available at the time of writing (February 2007). (left) Absolute differences (v2.2—
v1.5). The black line with dots (symbols indicate MLS retrieval surfaces) shows mean differences, and the
solid black line shows the standard deviation of the differences. (middle) Same, for percent differences
(computed relative to v1.5). (right) Global mean profiles for v2.2 (black, with dots) and v1.5 (grey).

The colored lines show the magnitudes of expected biases,
additional scatter, and possible scaling errors the various
sources of uncertainty may introduce into the data, and
should be interpreted as 2-o estimates of their probable
magnitude. The largest potential error source throughout
much of the profile is uncertainty in the field of view
pointing offsets between various bands of the 240-GHz
radiometer (red lines); this uncertainty results in biases of as
much as £1.3 ppbv at 10 hPa, scatter of +0.2—0.3 ppbv over
much of the profile, and a scaling error as large as +25% at
215 hPa. (Note that the pointing uncertainty for the MLS
190-GHz HNOj; product, though substantially smaller, also
peaks at 10 hPa.) Another dominant source of uncertainty
originates from the spectral signature induced in the cali-
brated MLS radiances by departures from a linear response
within the signal chains leading to gain compression (cyan
lines); this can lead to biases as large as =1 ppbv at 15 and
215 hPa, scatter of +0.2—0.4 ppbv over a broad vertical
range, and a scaling error of £10% at 15 and 147—215 hPa.
Contamination from possible errors in O3 (retrieved in the
same phase as HNO; [Livesey et al., 2006]) arising from
errors in the O5 line shape (blue lines) causes biases of more
than £0.5 ppbv from 22 to 10 hPa, scatter of £0.1—-0.2 ppbv
in most of the stratosphere, and multiplicative error of £12%
at 215 hPa. Retrieval numerics (grey lines) are a major
source of scatter (+0.3—0.4 ppbv) throughout the vertical
range; although these simulation results also suggest a
scaling uncertainty of £30% at 215 hPa, a reliable estimate
is hampered by the (albeit geophysically appropriate) lack
of dynamic range in the “truth” mixing ratios used for this
level, and the actual scaling uncertainty contributed by
retrieval numerics is likely to be much smaller (e.g., less
than +5% as at 147 hPa).

[26] Finally, although the MLS observations are unaffect-
ed by thin cirrus clouds or stratospheric aerosols, thick

clouds associated with deep convection can have an impact
on the MLS radiances. The MLS Level 2 data processing
algorithms discard or downplay radiances identified
(through comparison with predictions from a clear-sky
model) as being strongly affected by clouds [Livesey et
al., 2006]. The contribution of cloud effects to the system-
atic uncertainty, both from the presence of clouds not thick
enough to be screened out by the cloud filtering and from
the loss of information through omission of cloud-impacted
radiances, has been quantified by adding scattering from a
representative cloud field to the simulated radiances and
comparing retrievals based on these radiances to the unper-
turbed results. The cloud-induced effects shown in Figure 5
are estimated by considering only the cloudy profiles (as
defined by the known amount of cloud in the “truth” field).
This analysis indicates that the presence of thick clouds
(black lines) can potentially induce in the measurements
biases as large as £0.5 ppbv at 147 hPa, scatter of +0.2—
0.4 ppbv from 68 to 215 hPa, and a multiplicative error
exceeding +5% at 215 hPa.

[27] Other potential sources of uncertainty are found to
contribute negligibly (less than ~0.1 ppbv bias or scatter,
less than 2% scaling error). In aggregate, systematic uncer-
tainties are estimated to induce in the v2.2 HNO;z measure-
ments biases that vary with altitude between +0.5 and
+2 ppbv and multiplicative errors of £5—15% throughout
the stratosphere, rising to ~+30% at 215 hPa. The scatter
introduced into the data by the various sources of uncer-
tainty is estimated to be ~+0.6 ppbv throughout most of the
vertical domain, in very good agreement with the empirical
determination of the precision discussed in section 2.4.

2.6. Comparison With v1.5 HNO; Data

[28] Early validation analyses [Froidevaux et al., 2006;
Barret et al., 2006] revealed that the v1.5 Aura MLS HNO3
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